
  

enabling heterogeneous hardware 
acceleration using novel programming and 

scheduling models 

 Project targets a system platform with Multi-Core, GPU & 
FPGA processing devices

 OS should schedule tasks on different processing devices 
depending on available resources

 Kernel metadata support decision making

 Support the application developer by a tool-chain with semi-
automatic parallelization capabilities

 Optimization of loops by transforming memory access 
patterns

 Hardware aware transformations and optimization approach

Applications
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                               PROJECT TOPICS  &  WORKING PACKAGES

Performance modeling 
implements determination 
of run-times by static 

analysis with LLVM and 
the automated estimation 

of object memory 
footprints alongside with 

their data-direction

The checkpoint is 
based on the static 
analysis inside LLVM

 
(def-use, use-def)

Parallelization for 
SIMD and Multi-Core 

as well as cache 
optimization through 
PluTo-Library support 

with PluTo-SICA extension 
and other polyhedral 
optimizers in LLVM

We instrument the 
code with  the 

LLVM 
Functions, BasicBlock, 
Instruction manipulation 

to insert the 
user space scheduler 

calls
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