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ABSTRACT

Benchmarks for bug detection tools are still in their infancy. Though in recent years various tools and techniques were introduced, little effort has been spent on creating a benchmark suite and a harness for a consistent quantitative and qualitative performance measurement. For assessing the performance of a bug detection tool and determining which tool is better than another for the type of code to be looked at, the following questions arise: 1) how many bugs are correctly found, 2) what is the tool’s average false positive rate, 3) how many bugs are missed by the tool altogether, and 4) does the tool scale.

In this paper we present our contribution to the C bug detection community: two benchmark suites that allow developers and users to evaluate accuracy and scalability of a given tool. The two suites contain buggy, mature open source code; bugs are representative of “real world” bugs. A harness accompanies each benchmark suite to compute automatically qualitative and quantitative performance of a bug detection tool.

BegBunch has been tested to run on the Solaris™, Mac OS X and Linux operating systems. We show the generality of the harness by evaluating it with our own Parfait and three publicly available bug detection tools developed by others.

Categories and Subject Descriptors
D.2.8 [Software Engineering]: Metrics; D.2.5 [Software Engineering]: Testing and Debugging

General Terms
Measurement, Experimentation

Keywords
Accuracy, scalability

1. INTRODUCTION

Benchmarking provides an objective and repeatable way to measure properties of a bug detection tool. The key to a good benchmark is the ability to create a common ground for comparison of different bug detection tools or techniques based on real, representative data that measure the qualitative and quantitative performance of the bug detection tool. The compilers community has a long standing history of performance benchmarks, and more recently the Java™ virtual machine community has established its benchmarks.

Benchmarks in the bug detection community have not reached the level of maturity needed to prove useful to a variety of users. A benchmark suite for bug detection tools must be able to answer several questions about the tool’s results:

Question 1. How many bugs are correctly reported?
Question 2. How many false reports of bugs are made?
Question 3. How many bugs are missed/not reported?
Question 4. How well does the tool scale?

Not all these questions can be answered by a single suite. In order to measure scalability of a tool, large code distributions with million lines of code are needed to be representative of the real world. However, determining how many bugs are correctly and incorrectly reported, or how many bugs are missed, is infeasible for large code bases, because of practical limitations of finding where all bugs in a large program are.

In this paper we present BegBunch, a benchmark suite for C bug detection tools. Our contributions are two suites, the Accuracy and the Scalability suites, and associated harnesses. The Accuracy suite evaluates precision, recall and accuracy against marked-up benchmarks, while the Scalability suite evaluates scalability of a tool against a set of applications.

In this paper we present BegBunch, a benchmark suite for C bug detection tools. Our contributions are two suites, the Accuracy and the Scalability suites, and associated harnesses. The Accuracy suite evaluates precision, recall and accuracy against marked-up benchmarks, while the Scalability suite evaluates scalability of a tool against a set of applications. BegBunch has been used as part of regression and system-testing of the Parfait [2] bug detection tool.

2. RELATED WORK

We review the literature with respect to existing efforts on bug detection benchmark suites. Table 1 reports on the number of programs, bugs, lines of code (minimum, maximum and average), harness, language and platform support for existing bug detection benchmarks. In this paper, all reported lines of code are uncommented lines of code as generated using David A. Wheeler’s SLOCCount [14] tool. As seen in the table, the bug detection community has focused on two types of (accuracy) benchmarks.

Small benchmarks come in the form of bug kernels and synthetic benchmarks, with sizes from ten to one thousand lines of code. Bug kernels are self-contained programs extracted from existing buggy code that expose a particular bug. As such, bug kernels preserve the behaviour of buggy
code. Zitser et. al. [15] extracted 14 bug kernels from 3 security-sensitive applications. Kratkiewicz [6] automatically generated 291 synthetic benchmarks that test 22 different attributes affecting buffer overflow bugs. 4 versions of each benchmark were made available: 3 with different overflow sizes and a correct version of the code. The NIST SAMATE Reference Dataset (SRD) project [11] compiled a suite of synthetic benchmarks, mainly for the C, C++, and Java languages, that have been contributed by various groups.

Large benchmarks in the form of complete program distributions were the focus of attention of BugBench [9] and Faultbench v0.1 [4], with sizes varying from the low to high thousands of lines of code. BugBench is composed of 17 programs including 19 bugs that were known to exist in these programs. Faultbench provides a suite of 6 Java language programs with 11 bugs.

**Our Approach**

Table 1 points out the main shortcomings of existing bug detection benchmarks; namely,

- few bugs relative to the size of the programs,
- lack of a harness to run, validate and report data, and
- portability issues in some cases.

In other words, existing bug benchmarks are not general, portable or reusable; all key properties to making a benchmark suite useful.

BugBench addresses these deficiencies by providing two suites to evaluate the qualitative and quantitative performance of bug detection tools and to automate the execution of the bug detection tool, the validation of the results, and the reporting of the performance data. For convenience to the general bug checking community, a third suite of existing synthetic benchmarks was also created to allow for the existing body of synthetic benchmarks to be more accessible and usable. The benchmark suites provide portability across Unix-based systems as they have been tested on the Solaris, Mac OS X and Linux operating systems.

<table>
<thead>
<tr>
<th>Size</th>
<th>Benchmark</th>
<th># Programs</th>
<th># Bugs</th>
<th>LOC max</th>
<th>Harness</th>
<th>Language</th>
<th>Multiplatform</th>
</tr>
</thead>
<tbody>
<tr>
<td>Small</td>
<td>Zitser</td>
<td>14</td>
<td>83</td>
<td>175</td>
<td>657</td>
<td>No</td>
<td>C</td>
</tr>
<tr>
<td></td>
<td>Kratkiewicz</td>
<td>291 x 4</td>
<td>873</td>
<td>6</td>
<td>27</td>
<td>No</td>
<td>C</td>
</tr>
<tr>
<td></td>
<td>SAMATE</td>
<td>375</td>
<td>408</td>
<td>20</td>
<td>1.1K</td>
<td>No</td>
<td>C++ , Java, PHP</td>
</tr>
<tr>
<td>Large</td>
<td>BugBench</td>
<td>10</td>
<td>19</td>
<td>735</td>
<td>1.2376</td>
<td>No</td>
<td>C</td>
</tr>
<tr>
<td></td>
<td>Faultbench v0.1</td>
<td>6</td>
<td>11</td>
<td>1.276</td>
<td>25K</td>
<td>No</td>
<td>Java</td>
</tr>
</tbody>
</table>

**Table 1: Characteristics of Existing Bug Detection Benchmark Suites**

<table>
<thead>
<tr>
<th>Bug Reported</th>
<th>TP</th>
<th>FP</th>
<th>Precision</th>
</tr>
</thead>
<tbody>
<tr>
<td>Bug Marked-up</td>
<td>Yes</td>
<td>No</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Recall</td>
</tr>
</tbody>
</table>

**Table 2: Measurements Table**

Based on bugs reported by a tool and bugs marked-up in a benchmark suite, Table 2 defines the terms true positive (TP, i.e., correctly reported bugs), false positive (FP, i.e., incorrectly reported bugs), false negative (FN, i.e., missed bugs) and true negative (TN, i.e., potential bugs that are not real bugs).

Precision and recall can be measured using standard equations. Given a bug detection tool, a bug kernel bk and a bug type bt, the tool’s precision, p, and recall, r, with respect to bt and bk is defined as:

\[
p_{bt,bk} = \frac{TP_{bt,bk}}{TP_{bt,bk} + FP_{bt,bk}} \quad \text{if } TP_{bt,bk} + FP_{bt,bk} > 0
\]

\[
r_{bt,bk} = \frac{TP_{bt,bk}}{TP_{bt,bk} + FN_{bt,bk}} \quad \text{if } TP_{bt,bk} + FN_{bt,bk} > 0
\]

Accuracy can be measured in different ways based on Table 2. Heckmann and Williams [4] measure accuracy taking into account TP, FP, FN and TN. Theoretically, true negatives (TNs) can be measured on a per-bug type basis. For example, for buffer overflows, we can look at the code and determine all locations where a read or a write into a buffer is made. Except for the locations where a real buffer overflow exists, all other locations would be considered TNs. However, in practice, this measure is not intuitive and is hard to comprehend. Instead, we favour the F-measure from statistics and information retrieval [13], which computes accuracy based on precision and recall alone. The F-measure provides various ways of weighting precision and recall, resulting with different Fn scores. We favour the F1 score as it is the harmonic mean of precision and recall.

Given a bug type bt in a bug kernel bk, a tool’s accuracy with respect to bt in bk is defined as:

\[
\text{accuracy}_{bt,bk} = \begin{cases} 
\frac{2 \times p_{bt,bk} \times r_{bt,bk}}{p_{bt,bk} + r_{bt,bk}} & \text{if } p_{bt,bk} + r_{bt,bk} > 0 \\
0 & \text{otherwise} 
\end{cases}
\]

A bug benchmark is said to test a bug type if it exposes that bug type or it provides a corrected version of it. The
accuracy for the corrected version of a bug kernel is either 0 or 1 depending on whether the tool (incorrectly) reports a bug in the corrected version or not.

Given a suite of n bug benchmarks with b benchmarks that test one or more instances of bug type bt; 1 ≤ b ≤ n; the overall accuracy of a tool over bt is the average of the individual benchmark results over the set b:

$$\text{Accuracy}_{bt} = \frac{\sum_{b_m=1}^{b} \text{accuracy}_{bt,b_m}}{b}$$

(1)

Questions 1-3 can be answered by measuring the true positive, false positive and false negative rates of a bug detection tool against a given benchmark suite. These raw data allow us to compute precision, recall and accuracy on a per bug type and bug benchmark basis. The overall accuracy figure, i.e., equation (1), provides an indication of the tool’s accuracy with respect to a given bug type.

### 3.1 The Accuracy Suite

The aim of the Accuracy suite is to measure precision, recall and accuracy of a bug detection tool against a set of bug kernels extracted from existing buggy open source applications. The suite is intended to be representative of existing bugs in C/C++ code bases.

### 3.2 The Scalability Suite

The aim of the Scalability suite is to measure how well a bug detection tool scales, i.e., answer Question 4. This suite is composed of open source applications that include a distribution of small to large code sizes in various domains.

### Table 3: Characteristics of the Accuracy Suite of Bug Kernels

<table>
<thead>
<tr>
<th>Category</th>
<th>From</th>
<th>Bug Type</th>
<th>CWE_ID</th>
<th># kernels per category</th>
<th>LOC</th>
<th># bugs intra:inter</th>
</tr>
</thead>
<tbody>
<tr>
<td>Buffer overflow (BO)</td>
<td>Zitser</td>
<td>Buffer overflow (write, read)</td>
<td>120,125</td>
<td>14</td>
<td>90</td>
<td>304</td>
</tr>
<tr>
<td></td>
<td>Lu</td>
<td>Buffer overflow</td>
<td>120</td>
<td>5</td>
<td>16</td>
<td>417</td>
</tr>
<tr>
<td></td>
<td>Sun</td>
<td>Buffer overflow (write, read)</td>
<td>120,125</td>
<td>40</td>
<td>36</td>
<td>496</td>
</tr>
<tr>
<td>Memory/pointer (M/P)</td>
<td>Lu</td>
<td>Double free</td>
<td>415</td>
<td>1</td>
<td>5,807</td>
<td>5,807</td>
</tr>
<tr>
<td>Integer overflow (IO)</td>
<td>Sun</td>
<td>Integer overflow</td>
<td>190</td>
<td>3</td>
<td>30</td>
<td>64</td>
</tr>
<tr>
<td>Format string (FS)</td>
<td>Sun</td>
<td>Format string</td>
<td>134</td>
<td>2</td>
<td>30</td>
<td>62</td>
</tr>
<tr>
<td>Overall</td>
<td></td>
<td></td>
<td>67</td>
<td>16</td>
<td>5,807</td>
<td>481</td>
</tr>
</tbody>
</table>

### Table 4: Summary of MITRE’s OS vendor data for the years 2004-2006

To determine the ratio of bugs to be part of the benchmark suite, we used MITRE’s data on reported vulnerabilities in operating system code for the years 2004-2006 [1] and internal feedback from Sun’s product groups as to the most common types and category of bugs in systems code. This narrowed the set of bug types of interest to four main categories, as summarized in Table 4: buffer overflows, i.e., read and write accesses to an array outside its bounds; memory/pointer bugs, i.e., memory leak and double-free bugs; integer overflow, i.e., over or under flow of an integer; and format string, i.e., vulnerabilities arising as a consequence of tainted format strings.

We extracted bug kernels from existing open source applications such as the OpenSolaris™ operating system, the MySQL™ server, etc., by inspecting bug tracking systems and mailing lists, aiming to ensure there was a breakdown between easy, medium and hard to find bugs (measured by lines of code in the bug kernel and complexity of the code as represented by whether the bug relies on intra- or inter-procedural information). As pointed out in other forums, a benchmark suite that only holds hard cases is not very useful in practice [12] as it does not allow for meaningful comparison. Each bug kernel was tested with the gcc compiler to reproduce the bug in 3 different platforms: Solaris, Mac OS X and Linux, to ensure generality and completeness of the code.

The resulting Accuracy suite is the combination of our work, 47 bug kernels, combined with the 14 bug kernels from Zitser et. al. [15], and 6 bug kernels extracted from BugBench [9] that mapped to the above classification. Table 3 summarizes the data in our benchmark suite. For each bug category, we list the bug types that belong to the category along with their unique Common Weakness Enumeration (CWE) ID [10], the number of kernels, the code size based on uncommented lines of code, and the ratio of intra- vs. inter-procedural bugs. The table also summarizes the total number of bugs in the suite: 67 kernels in 4 bug categories with a total 181 bugs and a 50:131 intra:inter-procedural ratio.

### 3.2 The Scalability Suite

The aim of the Scalability suite is to measure how well a bug detection tool scales, i.e., answer Question 4. This suite is composed of open source applications that include a distribution of small to large code sizes in various domains.

### Table 5: Characteristics of the Scalability Suite

Table 5 shows the applications that belong to the Scalability suite. For each application, the number of uncommented lines of C/C++ code and the application’s domain are reported. The suite ranges from systems-level code, to virtual machines, databases and general-purpose applications.

### 4. THE HARNESS

In order to measure accuracy and scalability, we developed a couple of harnesses that compute these figures based on the...
output of a bug detection tool. The harnesses are written in Python and are extensible; they can support various bug detection tools.

### 4.1 The Accuracy Harness

Each bug that appears in the benchmark suite is annotated with an XML-like markup on the same line that exposes the bug, surrounding the relevant part of the statement containing the bug. The following syntax is used:

`/* <bug ["interproc"] <bug-type=> */ C/C++ block */ <bug> */;`

where the default is for bugs to be intra-procedural unless otherwise stated. For example, to markup a `memset` statement that has a null pointer dereference that is based on an argument to the function, we add the following markup surrounding the `memset` at fault:

`/* <bug interproc null-pointer-deref> */ memset(a->password, 0x55, strlen(a->password)) /* </bug> */;`

Where a bug is exposed may be a matter of discussion. Given a bug kernel, it contains all the code of the application except for standard C libraries. A bug is exposed at the location where the error is first observed if the program was to be run. In the case of an intra-procedural bug, the bug is exposed within the procedure. In the case of an inter-procedural bug, the bug is exposed within the called procedure. In the case of bugs due to calls into C library functions, the bug is exposed at the call site, not within the library code, as the tool does not have access to the code in order to analyze it.

The Accuracy harness checks a bug detection tool’s output against the marked up bugs in the suite and computes how many bug reports were correct (i.e., true positives), how many were incorrect (i.e., false positives) and how many were missed (i.e., false negatives), on a per bug type and benchmark basis. It then applies equation (1) to compute overall accuracy on a per-bug type basis.

### 4.2 The Scalability Harness

The Scalability harness allows for configuration of the various benchmarks and computes the time it takes to build the code, along with the extra overhead time to run the bug detection tool to analyze the code. Both these data are plotted, allowing users to see how well the tool scales over a range of small to large applications. The plot also gives an idea of how much time the bug detection tool takes to run beyond standard build time.

## 5. EVALUATION

We tested the extensibility of the BegBunch v0.3 harness with publicly available bug detection tools that support C and/or C++ code: Parfait [2] v0.2.1 (our own tool), Splint [3] v3.1.2, the Clang Static Analyzer [8] v0.175 and UNO [5] v2.13.

### 5.1 The Accuracy Suite

For each tool, a Python class that parses the output of the tool was written. On average, 100 lines of Python code were written for the abovementioned tools. Time was spent understanding the output produced by the various tools and trying to ensure that the reported data are representative of the tool. However, in some cases, some of the tools either did not support some of the bug categories in BegBunch or expected annotations in the source code of the benchmark suite in order to be more precise (e.g., Splint). We did not add annotations to the source code and used Splint with the strict mode.

<table>
<thead>
<tr>
<th>Tool</th>
<th>Type</th>
<th># TP</th>
<th># FP</th>
<th># FN</th>
<th>Accuracy</th>
</tr>
</thead>
<tbody>
<tr>
<td>Parfait</td>
<td>BO</td>
<td>53</td>
<td>0</td>
<td>118</td>
<td>41.8%</td>
</tr>
<tr>
<td>Splint</td>
<td>BO</td>
<td>11</td>
<td>0</td>
<td>122</td>
<td>16.8%</td>
</tr>
<tr>
<td>Splint</td>
<td>NPD</td>
<td>0</td>
<td>1</td>
<td>6</td>
<td>6%</td>
</tr>
<tr>
<td>Clang</td>
<td>NPD</td>
<td>1</td>
<td>0</td>
<td>3</td>
<td>25.0%</td>
</tr>
<tr>
<td>UNO</td>
<td>BO</td>
<td>2</td>
<td>0</td>
<td>118</td>
<td>1.7%</td>
</tr>
</tbody>
</table>

Table 6: Evaluation of C bug detection tools against the Accuracy suite

Table 6 provides the results of our evaluation against the Accuracy suite. For each tool, data are reported against a bug type, summarizing the number of correctly reported bugs (TP), incorrectly reported bugs (FP) and missed bugs (FN), along with the accuracy rate. The bug types reported by some of these tools are: buffer overflow (BO) and null pointer dereference (NPD).

The table is meant to show the extensibility of the BegBunch harness rather than provide comparative data between the various tools. We realize that tools are written for different purposes and are at different levels of maturity. Further, bugs reported by other tools may use a different definition of where a bug is exposed.

### 5.2 The Scalability Suite

The scalability of Parfait was measured on an AMD Opteron 2.8 GHz with 16 GB of memory. Three times (in seconds) are reported in Figure 1: the build time, i.e., the time to compile and build the C/C++ files (using gcc with the Solaris operating system), the Parfait build time, i.e., the time to compile and build the C/C++ files using the LLVM [7] frontend, and the Parfait analysis time.

Parfait makes use of the LLVM infrastructure, as such files are compiled and linked into LLVM bitcode files. The Parfait analysis time consists of loading the bitcode files into memory, analysing them and producing the results. Using the harness, other tools can measure scalability in the same way.

Figure 1: Time plot for Parfait running over the Scalability suite

The scalability of Parfait was measured on an AMD Opteron 2.8 GHz with 16 GB of memory. Three times (in seconds) are reported in Figure 1: the build time, i.e., the time to compile and build the C/C++ files (using gcc with the Solaris operating system), the Parfait build time, i.e., the time to compile and build the C/C++ files using the LLVM [7] frontend, and the Parfait analysis time.
Table 7: Characteristics of the Synthetic Suite of Bug Kernels

<table>
<thead>
<tr>
<th>Bug Category</th>
<th>From</th>
<th>CWE_ID</th>
<th># bugs per category</th>
<th>LOC min</th>
<th>LOC max</th>
<th>LOC avg</th>
<th># bug benchmarks</th>
</tr>
</thead>
<tbody>
<tr>
<td>Buffer overflow (BO)</td>
<td>Kratkiewicz</td>
<td>120</td>
<td>873</td>
<td>83</td>
<td>106</td>
<td>91</td>
<td>1,691</td>
</tr>
<tr>
<td></td>
<td>SAMATE</td>
<td>120</td>
<td>134</td>
<td>22</td>
<td>1,127</td>
<td>119</td>
<td></td>
</tr>
<tr>
<td>Memory/pointer (M/P)</td>
<td>SAMATE</td>
<td>401,415,416,476,590</td>
<td>54</td>
<td>29</td>
<td>90</td>
<td>59</td>
<td></td>
</tr>
<tr>
<td>Integer overflow (IO)</td>
<td>SAMATE</td>
<td>190</td>
<td>43</td>
<td>26</td>
<td>77</td>
<td>46</td>
<td></td>
</tr>
<tr>
<td>Format string (FS)</td>
<td>SAMATE</td>
<td>134</td>
<td>9</td>
<td>42</td>
<td>759</td>
<td>139</td>
<td></td>
</tr>
<tr>
<td>Overall</td>
<td></td>
<td>1,248</td>
<td>20</td>
<td>1,127</td>
<td>88</td>
<td></td>
<td>1,691</td>
</tr>
</tbody>
</table>

6. CONCLUSIONS AND EXPERIENCE

Benchmarking of tools reflects the level of maturity reached by a given tool’s community. Bug detection tools are reaching maturity whilst benchmarks for bug detection tools are still in their infancy. Benchmarking helps tool developers, but more importantly, it helps users in general to better understand the capabilities of the various tools available against a set of parameters that are relevant to them.

In this paper we present BegBunch v0.3, a benchmark for C bug detection tools that measures accuracy and scalability of a tool. BegBunch’s suites and harnesses allow developers and users to determine the state of their tool with respect to bug benchmarks derived from mature open source code.

It took hundreds of hours to put together the BegBunch suites and harnesses. Extraction of bug kernels took, on average, 2 days each. We found that most bug tracking systems do not keep track of which bugs are fixed in a given commit. BegBunch has proven to be useful for our own testing purposes. We hope that once it is open sourced, the community will contribute to increase the types of bugs covered by the suites and improve on it. For more information please refer to http://research.sun.com/projects/downunder/projects/begbunch
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APPENDIX – The Synthetic Suite

For completeness, we collated the synthetic bug benchmarks from Kratkiewicz [6] and the SAMATE dataset [11] into a synthetic suite that makes use of the BegBunch harness. Errors in the SAMATE dataset were fixed and reported back to NIST. Most benchmarks in this suite are intra-procedural.

Table 8: Evaluation of C bug detection tools against the Synthetic suite

<table>
<thead>
<tr>
<th>Tool</th>
<th>Type</th>
<th># TP</th>
<th># FP</th>
<th># FN</th>
<th>Accuracy</th>
</tr>
</thead>
<tbody>
<tr>
<td>Parfait</td>
<td>BO</td>
<td>869</td>
<td>0</td>
<td>184</td>
<td>85.7%</td>
</tr>
<tr>
<td>Splint</td>
<td>BO</td>
<td>582</td>
<td>380</td>
<td>471</td>
<td>49.4%</td>
</tr>
<tr>
<td>Splint</td>
<td>NPD</td>
<td>2</td>
<td>1</td>
<td>7</td>
<td>20.0%</td>
</tr>
<tr>
<td>Splint</td>
<td>UAF</td>
<td>8</td>
<td>1</td>
<td>9</td>
<td>47.1%</td>
</tr>
<tr>
<td>Splint</td>
<td>UV</td>
<td>10</td>
<td>1</td>
<td>4</td>
<td>69.0%</td>
</tr>
<tr>
<td>Clang</td>
<td>NPD</td>
<td>3</td>
<td>1</td>
<td>6</td>
<td>30.0%</td>
</tr>
<tr>
<td>Clang</td>
<td>UV</td>
<td>7</td>
<td>0</td>
<td>7</td>
<td>50.0%</td>
</tr>
<tr>
<td>UNO</td>
<td>BO</td>
<td>457</td>
<td>5</td>
<td>596</td>
<td>45.2%</td>
</tr>
</tbody>
</table>