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## Wrapped (User) CUDA APIs

### CUDA API calls used by each benchmark

<table>
<thead>
<tr>
<th>API call</th>
<th>XSbench</th>
<th>RSbench</th>
<th>LULESH</th>
<th>SU3</th>
<th>Triad</th>
<th>miniFE</th>
</tr>
</thead>
<tbody>
<tr>
<td>cudaMalloc</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
</tr>
<tr>
<td>cudaMallocHost</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>x</td>
</tr>
<tr>
<td>cudaMemcpy</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td></td>
<td>x</td>
<td>x</td>
</tr>
<tr>
<td>cudaMemcpyAsync</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>x</td>
</tr>
<tr>
<td>cudaFree</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td></td>
<td>x</td>
<td>x</td>
</tr>
<tr>
<td>cudaFreeHost</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>x</td>
</tr>
<tr>
<td>cudaMemcpy</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>x</td>
</tr>
<tr>
<td>cudaMemcpyAsync</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>x</td>
</tr>
<tr>
<td>cudaDeviceSynchronize</td>
<td>x</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>cudaThreadSynchronize</td>
<td></td>
<td></td>
<td></td>
<td>x</td>
<td>x</td>
<td></td>
</tr>
<tr>
<td>cudaMemcpyProperties</td>
<td>x</td>
<td>x</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>cudaMemcpyAsync</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>x</td>
</tr>
<tr>
<td>cudaStreamCreate</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>x</td>
</tr>
</tbody>
</table>
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Evaluation
<table>
<thead>
<tr>
<th>Execution Time (s)</th>
<th>Power9 + V100</th>
<th>AMD + MI50</th>
</tr>
</thead>
<tbody>
<tr>
<td>3.00</td>
<td></td>
<td></td>
</tr>
<tr>
<td>2.75</td>
<td></td>
<td></td>
</tr>
<tr>
<td>2.50</td>
<td></td>
<td></td>
</tr>
<tr>
<td>2.25</td>
<td></td>
<td></td>
</tr>
<tr>
<td>2.00</td>
<td></td>
<td></td>
</tr>
<tr>
<td>1.75</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
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Graph showing execution time (s) for different combinations of architectures and compilers:
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  - vendor-cc
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Performance Evaluation – RSBench

Graphs showing execution times for different compilers and architectures:
- Power9 + V100:
  - Vendor-cc: approximately 2 seconds
  - Clang-cc: approximately 2 seconds
  - CUDA-OMP-cc: approximately 1 second
- AMD + MI50:
  - Vendor-cc: approximately 1 second
  - Clang-cc: approximately 1 second
  - CUDA-OMP-cc: approximately 1 second
Performance Evaluation – Triad (Stream)
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