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Motivation

• Support for irreducible CFGs
  • Existing Divergence Analysis conservatively assumes that all values are non-uniform.

• Implementation for Machine IR
  • Existing DA is implemented only on LLVM IR.
  • Uniformity Analysis is a template that works for LLVM IR and Machine IR.
Overview

• Uniformity of values is closely related to thread convergence.
• Start with a definition of convergent execution:
  • **Static and Dynamic Instances** of Operations.
  • Dynamic instances related by converged-with.
  • **Maximal Convergence**: A converged-with relation suitable for known use-cases.
• **m-converged** Static Instances
  • Static property suitable for irreducible CFGs.
  • Derived from the converged-with relation over dynamic instances.
• **Uniformity** defined using m-converged Static Instances.
References

The Uniformity Analysis extends the following work by introducing a conservative treatment of irreducible control flow graphs.
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Convergence and Uniformity

- Conventional picture:
  - Threads are **converged** until they **diverge** at a **divergent** branch.
  - Diverged threads eventually **reconverge** at some common program point.
  - **Convergent operations** require certain threads to execute them convergently.
- Convergently executed operations produce uniform values (**conditions apply**).
- A value computed by different threads is **uniform** if it is the same across those threads.
  - The value is **divergent** otherwise.
- A branch is **uniform** or **divergent** if its condition is uniform or divergent, respectively.

<table>
<thead>
<tr>
<th>Object</th>
<th>Can be …</th>
</tr>
</thead>
<tbody>
<tr>
<td>Thread</td>
<td>Converged</td>
</tr>
<tr>
<td>Communication</td>
<td>Convergent</td>
</tr>
<tr>
<td>Value</td>
<td>Uniform</td>
</tr>
<tr>
<td>Branch</td>
<td>Uniform</td>
</tr>
</tbody>
</table>
**Dynamic Instances**

- **Static instance**: Each occurrence of an instruction in the program source.
  - E.g.: The nodes H, B, L, etc in the adjoining CFG.
- **Dynamic instance**: Each execution of a static instance by a thread.
  - E.g.: The entries H1, B1, H2, etc in the table below

<table>
<thead>
<tr>
<th>Thread1</th>
<th>Entry1</th>
<th>H1</th>
<th>B1</th>
<th>L1</th>
<th>H3</th>
<th>L3</th>
<th>H5</th>
<th>L5</th>
<th>Exit1</th>
</tr>
</thead>
<tbody>
<tr>
<td>Thread2</td>
<td>Entry2</td>
<td>H2</td>
<td>L2</td>
<td>H4</td>
<td>B2</td>
<td>L4</td>
<td></td>
<td></td>
<td>Exit2</td>
</tr>
</tbody>
</table>

Convention: Dynamic instances are listed in the same column if and only if they are converged.
Convergence = \{ \textit{converged-with} \textit{and} \textit{convergence-before} \}

- **converged-with**
  - Relates dynamic instances of the same static instance produced by different threads.
  - Transitive symmetric relation.
  - **No single definition**: Choose an instance that reflects the execution on the target.

- **convergence-before**
  - Produced by \textit{converged} dynamic instances.
  - Relates other dynamic instances in the corresponding threads.
  - Transitive strict partial order.

<table>
<thead>
<tr>
<th>Thread1</th>
<th>Thread2</th>
<th>Thread3</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

- **Converged:**
  - Q1 and Q2.
  - S1 and S2.

- **Convergence order:**
  - P → Q2
  - Q1 → R
  - P → T
Maximal Convergence: An instance of converged-with

• **Expectation 1:** Threads *should* converge as often as possible:
  • At a convergent operation.
  • At the header of a cycle (generalization of a natural loop; can be irreducible).
  • At a post-dominator.

• **Expectation 2:** When threads enter a cycle:
  • Threads may divergently exit the cycle on different iterations.
  • All threads must finish that cycle before reconverging outside.

• Formally captured as **maximal convergence:**
  • Suitable for existing targets.
  • Compatible with the *convergent* attribute.
  • Works with irreducible CFGs.
Maximal Convergence (Informally)

- R and S are cycle headers.
  - Each execution of a header marks a new iteration of the cycle.
- P1 converged-with P2 but not with P4 (different iterations).
- S3 not converged-with S4 (different iterations).
Maximal Convergence (Formally)

- **P1 not converged-with P4:**
  - Header R2 precedes P4 in the thread but not convergence-before P1.
- **S3 not converged-with S4:**
  - Header R3 precedes S4 in the thread but not convergence-before S3.
- **Dynamic instances X1 and X2 are converged if and only if:**
  - for every cycle that contains static instance X, there is no dynamic instance H' of the header H such that
    - H' precedes X1 (respectively, X2) in the same thread, and,
    - H' is not convergence-before X2 (respectively, X1).
Convergence in Irreducible CFGs

- An irreducible CFG can be resolved into cycles in different ways.
- Each cycle hierarchy produces its own convergence.

**Case 1: A single cycle with header P**

<table>
<thead>
<tr>
<th></th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
<th>8</th>
<th>9</th>
</tr>
</thead>
<tbody>
<tr>
<td>Thread1</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Entry1</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>P1</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Q1</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>R1</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>S1</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>P3</td>
<td>Q3</td>
<td>R3</td>
<td>S3</td>
<td>...</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Thread2</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Entry2</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>P2</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Q2</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>S2</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>P4</td>
<td></td>
<td>Q4</td>
<td>R2</td>
<td>S4</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

**Case 2: Nested cycles with headers R and S**

<table>
<thead>
<tr>
<th></th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
<th>8</th>
<th>9</th>
</tr>
</thead>
<tbody>
<tr>
<td>Thread1</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Entry1</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>P1</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Q1</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>R1</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>S1</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>P3</td>
<td>R1</td>
<td>S1</td>
<td>P3</td>
<td>...</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Thread2</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Entry2</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>P2</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Q2</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>S2</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>P4</td>
<td></td>
<td>Q4</td>
<td>R2</td>
<td>S4</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
M-Converged Static Instances

- A static instance X is **m-converged** if and only if
  - Its dynamic instances are **converged in the same way in every cycle hierarchy**.

- For reducible CFGs:
  - Unique loop hierarchy.
  - All static instances are **m-converged**.

- For irreducible CFGs:
  - Identify certain static instances as **m-converged**.
  - Based on “closed paths” in the CFG, which are independent of cycles.
Uniformity for Irreducible CFGs

• If a static instance is not \emph{m-converged}, outputs are assumed to be \emph{divergent}.
• If a static instance \( X \) is \emph{m-converged}, then the outputs are \emph{uniform} if:
  • The semantics of the instruction specifies the output to be \emph{uniform}, OR
  • Each incoming value is uniform, AND
    • If \( X \) is a PHI node, then \emph{converged} threads choose the same incoming value.
Implementation

• RFC posted as review on the LLVM Phabricator website:
  • https://reviews.llvm.org/D130746

• The analysis is implemented as a template that can be instantiated for both LLVM IR and Machine IR.

• Current status:
  • Passes existing tests for divergence analysis
  • Passes new tests with irreducible control flow
  • Currently working on Machine IR tests
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