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OpenMP Offloading

• Since specification 4.0, OpenMP 

allows execution on different 

coprocessors/accelerators 

• The ‘target’ construct maps 

variables to a device data 

environment and execute the 

construct on that device.

Accelerators

Host
Taken from: 

https://www.openmp.org/wp-content/uploads/2021-10-20-Webinar-OpenMP-Offload-
Programming-Introduction.pdf
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OpenMP allows to:

Allocate device and host variables and 

control data movements

Set the order in which the host and device 

tasks are executed

Control parallelism (e.g SIMD)

Define synchronization points



Execution Model

1 the host creates the data environments on the device(s)

The execution on the device 
is host-centric
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Execution Model
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the host creates the data environments on the device(s)

the host maps data to the device data environment

the host offloads OpenMP target regions to the target 
device to be executed

the host transfers data from the device to the host

the host destroys the data environment on the device

The execution on the device 
is host-centric



Slide from Dr. Michael Klemm! 
Taken from: 

https://www.openmp.org/wp-content/uploads/2021-10-20-Webinar-OpenMP-Offload-Programming-Introduction.pdf

Synchronous Device Task



For more information about OpenMP 

Offloading

OpenMP Webinar - Youtube



For more information about OpenMP 

Offloading

Cybercolombia 2022 - YoutubeOpenMP Webinar - Youtube



OpenMP Offloading: Synchronous and 

Asynchronous Execution

CGO20 – LLVM Performance Workshop



OpenMP Offloading: Synchronous and 

Asynchronous Execution

SC22 – LLVM WorkshopCGO20 – LLVM Performance Workshop



Compilation Pipeline for OpenMP Offloading

Slide originally from Jose Monsalve and Johannes Doerfter

Input

Preprocessor

Compiler

Backend

Assembler

Linker

A MUST READ: Offloading Support for OpenMP in Clang and LLVM



Compilation Pipeline for OpenMP Offloading

Slide originally from Jose Monsalve and Johannes Doerfter

Input

Preprocessor

Compiler

Backend

Assembler

Linker

Input

Preprocessor

Compiler

Backend

Assembler

Linker

Offload

host-OpenMP

device-OpenMP

Offload Linker

A MUST READ: Offloading Support for OpenMP in Clang and LLVM
Fat Binary Image



Compilation Pipeline for OpenMP Offloading

Picture from Joseph Huber
Advancing OpenMP Offload Debugging Capabilities in LLVM



Example for the nvptx target.

Picture from Joseph Huber
Advancing OpenMP Offload Debugging Capabilities in LLVM

OpenMP Offloading Library



libomptarget library

Picture taken from
Automatic Asynchronous Execution of Synchronously Offloaded OpenMP Target Regions



For more information…

Kevin’s Presentation - Youtube

[RFC] Introducing `llvm-project/offload` - Discourse

Research paper
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Host task
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For more information…

Research Paper - BSC
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How can I get started?

Documentation:
• https://llvm.org/docs/GettingStarted.html
• https://openmp.llvm.org/

https://llvm.org/docs/GettingStarted.html
https://openmp.llvm.org/


Install dependencies:
sudo apt-get install libelf-dev
sudo apt-get install -y libffi-dev

Clone LLVM:
git clone https://github.com/llvm/llvm-project
cd llvm-project
mkdir build
cd build

How to build it? - I



How to build it? - II

cmake ../llvm
-DCMAKE_BUILD_TYPE=Release 
-DLLVM_ENABLE_PROJECTS="clang;clang-tools-extra;compiler-rt;lld"
-DLLVM_ENABLE_RUNTIMES="openmp"
-DLLVM_ENABLE_ASSERTIONS=ON 
-DLIBOMPTARGET_ENABLE_DEBUG=ON 
-DLIBOMPTARGET_DEVICE_ARCHITECTURES=all
-DLLVM_USE_LINKER=lld
-DCLANG_DEFAULT_LINKER=lld
-DLLVM_OPTIMIZED_TABLEGEN=ON 
-DBUILD_SHARED_LIBS=ON 
-DLLVM_CCACHE_BUILD=ON -DLLVM_APPEND_VC_REV=OFF -G Ninja && ninja



How to compile it?

Example from OpenMP Documentation



How to compile it?

Example from OpenMP Documentation

clang++ -fopenmp –fopenmp-targets=nvptx64 zaxpy.cpp

Target architecture



How to optimize it?

Example from OpenMP Documentation



How to optimize it?

Example from OpenMP Documentation

clang++ -fopenmp –fopenmp-targets=nvptx64 –O3 zaxpy.cpp

Level 3 optimizations



How to optimize it?

Example from OpenMP Documentation

clang++ -fopenmp –fopenmp-targets=nvptx64 –O3 zaxpy.cpp

Level 3 optimizations

-Rpass=openmp-opt -Rpass-missed=openmp-opt -Rpass-analysis=openmp-opt

OpenMP Optimization remarks



How to run it?
./zaxpy

Slurm Job manager -> srun zaxpy



How to debug it?

LIBOMPTARGET_INFO=1  ./zaxpy

Documentation
https://openmp.llvm.org/design/Runtimes.html#debugging



How to get involved?

• Slack Channel: https://tinyurl.com/ptw5b8vm
• Projects: https://tinyurl.com/ycyje4xc

https://tinyurl.com/ptw5b8vm
https://tinyurl.com/ycyje4xc


THANKS
▪ LLVM/OpenMP Community – Johannes, Shilei, 

Joseph and Others.

▪ LLVM Foundation – Tanya Lattner



THANK YOU
Any questions?

Rafael Andres Herrera Guaitero

rafaelhg@udel.edu

Phd Candidate

University of Delaware
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